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In this talk, we give an overview of the latest end-to-end Automatic Speech Recognition (ASR) and Text-To-Speech (TTS) algorithms. We also discuss optimization techniques to reduce the model size and obtain better performance. Conventional ASR and TTS systems consist of multiple handcrafted components. However, the introduction of fully neural sequence-to-sequence technologies has greatly simplified the structure while significantly improving the performance. In this talk, we give an overview of the important end-to-end ASR structures including a stack of neural network layers with a Connectionist Temporal Classification (CTC) loss, Recurrent Neural Network Transducer (RNN-T), Transformer Transducer, and Conformer Transducer (Conformer-T), and models based on Attention-based Encoder-Decoder (AED). We also describe well-known TTS models including Tacotron, Tacotron 2, and Deep Convolutional Text-To-Speech (DC-TTS).
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